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“The	deli	features	several	refrigerated	units	along	the	back	wall,	with	a	row	of	long	glass	display	counter	filled	with	fresh	
sandwiches	and	salads,	positioned	at	some	distance	in	front	of	them.	A	row	of	bar	stools	lines	a	counter	along	the	wall	
with	a	huge	window	for	casual	seating.”.

“The	flower	shop	features	a	central	display	table	with	flower	bouquets	on	top,	and	floor	lamps	illuminating	the	
arrangements.	Along	the	walls,	there	are	additional	tables	with	potted	plants”

“The	center	of	the	gym	has	several	stationary	bikes	arranged	in	a	grid	pattern	with	a	TV	mounted	on	their	front	wall.	
Behind	them,	a	row	of	treadmills	are	placed	along	the	wall.

“The	dental	office	features	a	reception	desk,	a	waiting	area	with	a	few	chairs	in	the	middle.	Along	the	back	wall,	there	
are	three	dental	chairs	with	a	tray	of	instruments	placed	next	to	each.	There	are	plants,	floor	lamps	placed	near	the	
reception	desk."

“The	kitchen	features	a	large	island	in	the	center	of	the	back	wall	with	a	marble	countertop.	Along	one	wall,	there	is	a	row	
of	cabinets	and	there	is	a	coffee	table	with	two	armchairs	in	the	corner.”

“The	corridor	features	a	door	each	along	the	left	and	right	walls.	A	runner	rug	lines	the	center	of	the	floor,	several	
paintings	are	placed	the	front	which	are	visible	to	couches	placed	in	the	back.
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Figure 1: We propose leveraging LLM agents to generate 3D scenes from natural language descriptions. These agents plan layouts,
optimize design constraints, adjust lighting, and apply materials to create high-fidelity scenes. The framework supports applications like
AR, interior design, and autonomous driving, while enabling image and video generation through physically based rendering. Scenes
marked with * are preliminary results from our framework with prompts “gym” and “hair salon”.

Overview Generating 3D scenes is essential for applications in virtual reality, interior design, and autonomous driving, re-
quiring expertise in layouts, materials, lighting, and domain-specific principles. Traditionally, this process has depended on
labor-intensive artistry or automated methods reliant on curated datasets, which are costly to scale and adapt to new features
or domains. Our approach overcomes these limitations by leveraging pretrained Large Language Models (LLMs), such as GPT-4,
to create collaborative multi-agent workflows that generate realistic 3D scenes from simple text or image inputs. This innovation
democratizes 3D scene generation, making it accessible to nonexperts, enabling diverse layouts, supporting physically accurate
image and video rendering, and providing a scalable solution for dataset generation to train embodied AI systems.

Innovations Our proposal introduces four key innovations to advance 3D scene generation. First, we propose a system
that prompts LLMs to transform natural language, optionally enhanced with visual inputs, into a scene program— a Python-
like script that provides detailed, step-by-step instructions for asset placement and manipulation. Unlike previous methods, our
programmatic approach utilizes control structures to manage complex and structured scene elements effectively while integrating
specialized tools to improve scene quality. Additionally, it supports iterative refinement, enabling verification and continuous
improvement by multiple agents. Second, we introduce a Scene Description Language (SDL), a custom-designed language for
representing structured scene elements. Unlike natural language used in contemporary methods, SDL leverages control structures
to streamline repetitive and conditional asset manipulations. It also incorporates domain-specific constraints, such as ergonomics,
along with versatile asset placement and manipulation routines, ensuring that LLM-generated scenes achieve both high visual
realism and functional utility. Third, drawing inspiration from the success of tool use in enhancing LLM agent capabilities,
we curate and develop a comprehensive library of specialized tools tailored for scene generation. These tools support intricate
operations such as arranging assets in grids, embedding items within others (e.g., books in a bookshelf), and optimizing for
factors like visibility, shadows, or material properties. The library is also easily extensible, allowing seamless integration of
additional functionalities from publicly available repositories to address a broader range of use cases. Lastly, we propose a
multi-agent collaboration framework to improve scene generation efficiency and quality. Specialized agents handle subtasks like
layout optimization, aesthetic enhancement, and constraint validation, iteratively refining and resolving conflicts for high-fidelity
results. By sharing context and enabling iterative improvements, this framework ensures scalability, adaptability, and robust
performance across diverse applications.

Applications Our research aims to develop efficient and versatile 3D scene generation frameworks powered by LLM agents,
targeting applications in augmented reality (AR), interior design, autonomous driving, and image/video generation—key areas.
Leveraging LLMs trained on internet-scale data, the framework can generate diverse scenes across domains, from indoor layouts
to complex city traffic simulations. Its integration with tools like Blender can significantly enhance artists’ workflows, while its
customizability supports fine-grained tasks like warehouse design, accommodating equipment-specific constraints. We believe
this research will advance state-of-the-art 3D scene generation, democratize complex scene creation, and establish a robust
foundation for high-quality image and video generation pipelines, driving innovation across industries.

Expertise I have extensive experience in graphics and vision, with a strong track record in scene generation, manipulation, and
rendering. My work has been recognized with spotlight presentations at flagship venues such as NeurIPS [2], SIGGRAPH [1,4]
and Medical Physics Journal [3]. Additionally, I have been a recipient of Qualcomm Innovation Fellowship award, reflecting the
impact of my contributions. With deep theoretical and experimental knowledge, as well as hands-on experience in 3D scene
generation, deep learning, generative modeling, and LLMs, I am well-equipped to drive innovation in this domain.
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